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a b s t r a c t 

Individual migration is an effective means of promoting cooperation in the spatial struc- 

ture. We can think of migration as a kind of risky investment, so risk attitudes can produce 

an effect on the migration decision. In order to understand the relationship between risk 

preference and the evolution of cooperation, the spatial prisoner’s dilemma game model 

with individual migration based on risk preference is established. By introducing the ho- 

mogeneity of risk preference, we find that lower risk aversion values keep a high level 

of cooperation under a larger defection parameter, while the cooperation level can be 

raised when the whole population is risk-seeking and at lower risk aversion values un- 

der a smaller defection parameter. Under the heterogeneous risk preference assumption, 

simulation results indicate that the cooperation strategy is a winning strategy in a steady 

state for a wide parameter space and the cooperation level decreases with increasing in 

the variance of risk preference. From typical snapshots, we can see that co-evolution of 

the network structure and cooperation strategy has been realized. Cooperative clusters can 

also be found in the typical snapshots, which have proved the migration mechanism based 

on risk to be effective in favoring the evolution of cooperation. 
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1. Introduction 

Cooperation is altruistic behavior which can increase the fitness of others but reduce their own fitness during evolution.

If evolution is survival of the fittest, the cooperators will be eliminated through a process of natural selection. However,

cooperation is a widespread phenomenon in social life. From an evolutionary perspective, how this behavior can evolve is

a difficult question to explain. Many mechanisms have been proposed by scholars from various perspectives, such as eco-

nomics [1,2] , biology [3] and statistical physics [4-7] , to resolve the evolution of cooperation. Kin selection, direct reciprocity,

indirect reciprocity, multilevel selection and spatial selection are the five main mechanisms discussed by Nowak [8] . Kin se-

lection is used for explaining the cooperative phenomenon with a genetic relationship between individuals; direct reciprocity

is aimed at explaining the cooperation in the repeated game; indirect reciprocity is mainly reputation-based mechanisms;

multilevel selection studies cooperation in view of group theory. However, the research perspectives mentioned above can-

not explain the cooperative behavior in a one-shot prisoner’s dilemma game. The evolution of cooperation based on the
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perspective of spatial selection has become an important research direction [9-16] . In such studies, evolutionary game theory

is a theoretical tool [17,18] ; network structure is a carrier [19-23] ; computer simulation is the main research method [24,25] .

Spatial selection is able to promote the emergency of cooperation because network structure provides favorable con-

ditions for the formation of cooperative clusters [26] . Individual migration is an important mechanism that can promote

the survival and even enlargement of cooperator clusters [27-35] . For example, the walk-away migration strategy [36,37] ,

the success-driven migration [38] , the always-move rule [39] . In addition, collective-risk social dilemma in the public

game addresses the effect of self-organizing risk-driven migration on the evolution of cooperation [40-43] . Other migration

mechanisms have also been used to discuss the evolution of cooperation [44-46] . Migration changes the partners of the

game and the learning strategy, resulting in changes in the co-evolution of cooperation. The co-evolutionary model which

allows strategy updating and network updating is closer to reality [47,48] , such as the co-evolution based on reputation

[49] and the co-evolution dependent on random mobility [44] . Individual migration is an important method for the

formation of co-evolution and cooperative clumps. 

Risk preference is defined as the attitudes toward facing risk, which is another important factor affecting the decision of

migration. The effect of risk preference on the evolution of cooperation has been discussed, and the relationship between

risk and cooperation is that risk averse players are beneficial for the emergency of cooperation [50-53] . However, the above

research is discussed on a static network structure, and the migration mechanism based on risk preference types has rarely

been investigated in previous studies. Because we can think of migration as a kind of risky investment, risk attitudes can

produce an effect on the decision of migration. It is documented that risk seekers are more likely to migrate than risk

averse players [54,55] . In reality, risk averse players, risk-seeking players and risk neutral players are the three main risk

preference types. 

In order to further improve the research on risk and cooperation, and understand the relationship between movement-

based risk preference and the evolution of cooperation, referring to the study of Flache and Jaeger et al. [51,54] , we establish

such a model; in this model, whether an agent migrates depends on his risk preference style and his surroundings. To be

specific, the migration rate of the agent shows positive correlation with payoff and negative correlation with migration

cost, and the risk seeker has a higher migration rate than risk averse ones. The characteristic of this model considers not

only objective factors-migration cost and the wealth of the individual but also subjective factors-risk preference styles

of the individual. Then, can movement based on risk preference promote the emergency of cooperation? How does the

heterogeneity of risk preference affect the cooperation level? In order to answer these questions, we consider individual

migration based on the homogeneity of risk preference and the heterogeneity of risk preference in the spatial prisoner’s

dilemma game. The simulation results demonstrate that risk preference migration is an effective mechanism for promoting

cooperative behavior under certain conditions. 

The rest of the paper is organized as follows. In Section 2 , we present the related network structure and Spatial

Prisoner’s Dilemma Game model with the introduction of migration based on risk preference. In Section 3 , the simulation

results and analysis of their implications are given. In Section 4 , we summarize the main conclusions and discuss further

research directions. 

2. Model 

We adopt a regular L × L square lattice with periodic boundary conditions and Von Neuman neighborhood, where each

site is either empty or occupied by an agent and the agents are uniformly distributed at random in the initial situation.

We define ρ = N / L × L as the density of the population, where N is the number of agents in the spatial structure and L × L

is the size of the square lattice. We consider an evolutionary Prisoners’ dilemma game (PDG) in the following studies. In

the evolutionary Prisoners’ dilemma game, each agent i , designated either as cooperation(C) or defection(D) with equal

probability, plays games with his neighbors and obtains the total payoff P i , which depends on the payoff matrix A and the

strategies of his neighbors. The payoff matrix A is given below: 

C D 

C 
D 

(
R S 
T P 

)

where R is the payoff for mutual cooperation, while P is the payoff for mutual defection. When a cooperator meets a

defector, S is the payoff for the cooperator, and T is the payoff for the defector. Equalities T > R > P > S and 2R > T + S are the

conditions for the PDG. We adopt the simple re-scaled payoff matrix: T = b , R = 1.0, P = .1 and S = 0.0 according to [22,26] .

Besides, we want to point out one aspect here: according to [56,57] , scaling parameters, Dg ′ and Dr ′ , for the dilemma

strength in our presumed PD games satisfies Dg ′ > 0 and Dr ′ = 0.1/0.9. In this case, the condition is not exactly the same as

that of boundary games with pure chicken games. 

In addition to the network structure and the evolutionary game model, the migration mechanism is another impor-

tant part of our model. The migration mechanism considering strategy, migration costs and risk preference may reflect

real-world setups to some extent. The rate of migration is given as follows. 

v i = 

{
0 , i f N D = 0 (

P i 
P + c 

)2 αi 

, i f N D > 0 

(1) 
i 
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If the neighbors of the agent are all cooperators ( N D = 0), the agent cannot move; otherwise, the agent moves with a

probability ( P i / ( P i + c ) ) 2 
αi , where c is the migration cost, and αi is a parameter responsible for the style of risk preference.

The migration rate is positively related to his payoff and negatively related to his migration cost. The exponential function

of risk preference and the base P i /( P i + c ) < 1 ensure the appropriate migration rate of the individual and the existence of

risk preference heterogeneity in groups. When α = 0, it means that the agent is absolutely risk neutral and when α > 0, it

represents that the risk attitude of the agent is risk aversion because α > 0 reduces the migration rate compared with α = 0.

α < 0 increases the migration rate of the agent, so it indicates that the agent is risk seeking. The study by Jaeger et al.

[54] shows that the parameter of the risk appetite αi follows Gaussian distributions, that is to say, αi ∼ N( 0 , σ 2 ) , where

the mean value 0 means the risk preference type is risk neutral on average and σ represents the heterogeneity of risk

preference. The larger the σ , the more dispersed the distribution of the risk preference types. On the contrary, the smaller

the σ , the more risk preference types are focused on risk neutral. Because αi ∼ N( 0 , σ 2 ) , the probability density function

of the random variable α is: 

p(α) = 

1 √ 

2 πσ
exp 

{
− α2 

2 σ 2 

}
(2)

Overall, the Monte Carlo simulation procedure of our model consists of three elementary steps. First, a selected agent

plays PDG with its neighbors and calculates the payoffs from the game until all agents finish it, except for the isolated agent

whose payoff is set to be 0. Second, a randomly selected agent updates its strategy according to the unconditional imitation

rules [47] , which means that if the highest payoff of his neighbors is greater than the selected agents’, the neighbor will pass

his strategy to the agent. Next, the selected agent randomly migrates to an empty site according to formula (1) . We assume

the isolated agents can move to a randomly chosen neighboring site. We adopt an asynchronous fashion in the updating

process. Lastly, each agent transforms his strategy to the opposite one with a certain probability called mutation rate q. 

In general, we set up an individual migration model based on risk preference in the spatial prisoner’s dilemma game,

which is the epitome of simplicity for the social life to some extent and provides the possibility of studying the relationship

between risk preference and cooperative behavior. The goal of this paper is to answer the following questions: 

1. What is the requirement of parameters for a high cooperation level? 

2. How do the migration cost and the heterogeneity of risk preference affect the cooperation level? 

3. What is the evolutionary process for cooperative behavior from the point of view of the spatial pattern? 

4. How has the network structure changed from the initial moment until the steady state? 

To answer these questions, the fraction of cooperators f c , which characterizes the cooperation level at the steady state,

is a major variable we mainly focused on. We will provide further analysis on the effect of risk preference on the evolution

of cooperation in Section 3 . 

3. Results 

3.1. The homogeneity of risk preference 

First, we study the simplest migration based on strategy and cost in the prisoner dilemma game with homogeneity

of risk preference, which means that the risk preference is the same for all individuals in the group. Fig. 1 demonstrates

the change in the fraction of cooperators when the risk preference is homogeneous. All individuals in the group are risk

seeking, risk neutral and risk averse when α < 0, α = 0 and α > 0, respectively. The smaller the α, the stronger the risk

seeking is. On the contrary, the risk aversion of the agent becomes stronger with the increase in α. 

It is observed from Fig. 1 that the performance of cooperative behavior is different for b = 1.2 and b = 1.4, especially for

risk seeking. For b = 1.2, the fraction of cooperators is close to 1 when −10 < α ≤ 0, independent of the migration cost

c and the mutation rate q . However, the cooperation level declines from approximately 0.99 to 0.4 for q = 0 and 0 < α ≤
10, while the fraction of cooperators declines to about 0.5 for q = 0.001 and 0 < α ≤ 10. Compared with the risk aversion

population, the risk-seeking preference makes the cooperators have more opportunities to escape the defectors, resulting in

the expansion of cooperator clumps. 

For b = 1.4, when the population is risk seeking ( − 10 < α < 0), the cooperation level is near 0 for different levels of

risk seeking except for α = −2 and α = −1 when c = 50. When the population is risk neutral, the cooperative phenomenon

can survive and even keep a high level at c = 50. When the population is risk averse, the lower risk aversion values ( α = 1,

2, and 3) keep the high level of cooperation when c = 1. However, the cooperation level quickly decreases when over a

certain risk aversion. Compared with the smaller defection parameter ( b = 1.2), the larger b values make more cooperators

turn into defectors. And the risk-seeking preference makes the defectors rapidly invade the rest of the cooperators, leading

to extinction for the cooperators. Lower risk aversion results in a smaller migration rate for defectors. Thus, the rest of the

cooperators can survive and even expand. Nevertheless, higher risk aversion strictly prohibiting the formation of cooperative

clumps leads to the lower cooperation level. 
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Fig. 1. The effects of homogeneity of risk preference on the evolution of cooperation for different mutation rates q. (a) q = 0, (b) q = 0.001. Other parameters: 

L = 40, ρ = 0.75. Each data point is obtained after averaging over 20 independent runs, and the fraction of cooperators is obtained by averaging over 500 

time steps after 9500 time steps for q = 0.0. The fraction of cooperators is obtained by averaging over 10,0 0 0 time steps after 10 0,0 0 0 time steps for 

q = 0.001. 

Fig. 2. The process of the evolution of cooperation based on the heterogeneity of risk preference. (a) b = 1.2, (b) b = 1.4. Other parameters: q = 0.001, 

ρ = 0.75. 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2. The heterogeneity of risk preference 

We analyze the influence of the homogeneity of risk preference on the evolution of cooperation in part 3.1. However,

there are actually different risk preference styles in the whole population. Next, the heterogeneity of risk preference is

assumed in the population and αi ∼ N( 0 , σ 2 ) . 

In order to roughly evaluate the role of the heterogeneity of risk preference on cooperation, we observe the evolutionary

process of cooperation as time in the spatial prisoner’s dilemma game, as depicted in Fig. 2 . Three important results

can be found: first, cooperative behavior can survive and even achieve a value above a 0.8 cooperation level at a lower

defection parameter. Second, there is an enduring period and expanding period in the process of evolution. The cooperation

level dramatically declines from an initial value of 0.5 in the enduring period, and the cooperation level appears to trend

upward in the expanding period because of the role of the migration mechanism. Third, the cooperation level at b = 1.2 is

higher than b = 1.4; the oscillation amplitude at b = 1.2 is smaller than b = 1.4. In summary, we can say that the migration

mechanism based on the heterogeneity of risk preference is beneficial for the emergency of cooperation. 

Next, we concretely study the fraction of cooperators as a function of the variance of risk preference distribution σ at

different conditions. Observed from Fig. 3 (a) and (b), the heterogeneity of risk preference sustains a high cooperation level

at certain values and with σ increasing, and f c decreases slightly when b = 1.2, except for the point at b = 1.2, q = 0.001 and

c = 50. For b = 1.4 and c = 50, regardless of whether there is strategy mutation, the cooperation level shows a declining trend
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Fig. 3. The effects of heterogeneity of risk preference on the evolution of cooperation for different mutation rates q. (a) q = 0, (b) q = 0.001. Other parame- 

ters: L = 40, ρ = 0.75. The data points are obtained in the same way as in Fig. 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

apart from a few points, while the cooperation level fluctuates on a lower level for b = 1.4 and c = 1. When the risk appetite

is heterogeneous in the group, there are six types of agents, including relative risk neutral cooperators, relative risk neutral

defectors, risk-seeking cooperators, risk-seeking defectors, risk aversion cooperators and risk aversion defectors. Fig. 4 shows

probability density distribution at different variance of risk preference σ . With increasing σ , the tail of the normal distri-

bution becomes wider and wider (from (a) to (d)); thus, the larger the fraction for absolute risk seeking and risk aversion,

the smaller the fraction of relative risk neutral. Therefore, with increasing σ , the migration rate of absolute risk seeking is

increasing, while the migration rate of absolute risk aversion is decreasing. The higher migration rate for risk-seeking defec-

tors leads to the invasion of cooperators, reducing the cooperation level. In general, compared with the homogeneous risk

preference, the heterogeneous risk preference still keeps the emergence of cooperators and f c decreases with σ increasing. 

Observed from Fig. 3 , we can see that the cooperation level at b = 1.4 and c = 50 is higher than at b = 1.4, c = 1. How

does the migration cost affect the cooperation level? 

Fig. 5 depicts the effect of migration cost on the level of cooperation. To observe clearly, we provide a large image in

Fig. 5 (b), (c), (e) and (f) for q = 0 and b = 1.2, q = 0 and b = 1.4, q = 0.001 and b = 1.2, q = 0.001 and b = 1.4, respectively. In

Fig. 5 , we can observe three results. First, compared with Fig. 5 (a) and (d), we can see that the cooperation level at q = 0

is mostly higher than at q = 0.001. Second, the cooperation level at b = 1.2 is above 0.9 but slightly decreases from 0.98 to

0.91 with the increase in migration cost, where c ∈ (1, 50), regardless of mutation rate q , observed from Fig. 5 (b) and (e).

Third, f c increases with the increase in migration cost when b = 1.4 except for a few points at higher σ values, irrespective

of the value of mutation rate q , which can be seen from Fig. 5 (c) and (f). 

For b = 1.2, because the migration rate of cooperators around the defectors is reduced owing to the increase in migra-

tion cost, the spread of cooperators is prohibited. However, because of the small defection parameter and the migration

mechanism, the cooperation level remains above 0.9. For b = 1.4, due to the larger defection parameter, more cooperators

turn into defectors in the initial evolution. And the decrease in migration rate for risk-seeking defectors as a result of the

increase in migration cost reduces the chances for defectors to invade the cooperators. Therefore, it provides a beneficial

environment for the expansion of cooperator clusters. 

Through analysis of Figs. 3 and 5 , we can see that the migration cost and the variance of the risk preference play an

important role in the evolution of cooperation-based migration. Next, we provide an extensive analysis for the influence of c

and σ on f c in Fig. 6 . The contour plot of the fraction of cooperators f c for b = 1.2 and b = 1.4 are displayed in Fig. 6 (a) and (b),

respectively. Fig. 6 (a) shows that f c obtains a high cooperation level ( f c > 0.9) in the whole range of simulation parameters.

Moreover, f c is near to 1 at the left-bottom of the image. We can also find that f c can be increased with the decrease of c

and σ . However, for a larger defection parameter ( b = 1.4), Fig. 6 (b) shows that the cooperation level fluctuates at b = 1.4. The

highest cooperation level ( f c ≈ 0.7) can be found at the right-bottom of the image. The percentage of cooperators, however, is

particularly low at c = 1, regardless of the value of variance σ . In general, certain heterogeneity of the risk preference in the

population promotes the emergence of the cooperative phenomenon. And the highest cooperation level obtains at the com-

bination of optimal parameter values. Other 2D phase diagrams of σ ( c )–b and σ ( c )–ρ will be discussed in Figs. 10 and 12 . 

In order to further examine whether the cooperative clusters can form with time evolution, we display a series of spatial

patterns under different migration costs and variance of risk preference in Fig. 7 . Obviously, the cooperative clusters can

be observed in all cases at a steady state. From Fig. 7 , we can also know that the evolution process is as follows. The

cooperation level sharply deteriorates because of strategy learning, and only a small number of cooperative clusters remain

in the initial evolution stage ( t = 1). Then, the cooperation level rises rapidly due to the migration mechanism based on

strategy, migration cost and risk preference ( t = 20 and t = 40). Finally, the cooperators almost dominate the population at
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Fig. 4. Probability density distribution at different variance of risk preference σ . Other parameters: ρ = 0.75. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the steady state ( t = 100). Given that σ = 1, a slight decrease in the number of cooperators due to the increase in migration

cost (from c = 1 to c = 50) can be observed in the first two rows at the steady state of Fig. 7 . When σ = 50, the reduced

cooperators are too small to be seen with the naked eye. These results are consistent with Fig. 5 (b). Compared to the

first and last row in Fig. 7 , we can find that f c is decreased slightly with the increase in variance σ , given the same

migration cost. Observed from Fig. 7 , there are three types of distribution for cooperators and defectors at t = 20 and t = 40,

including the large cooperative clusters, the small defective clusters and a mixed strategy. In addition to the movement

mechanism-based strategy, only agents around defectors can move. In summary, the migration rate of the small fraction of

risk-seeking defectors is increased by the increase in variance σ , leading to a slight decrease in the cooperation level. 

As shown in Fig. 5 , we can know that the effect of the migration cost on the evolution of cooperation at b = 1.4 is

different from b = 1.2. Therefore, we present the spatial pattern over time when b = 1.4 in Fig. 8 . It is observed that the time

required for cooperation to reach the steady state is extended when b = 1.4. Only when σ = 1 and c = 50 is the cooperation

level high. And at other values, the evolutionary behavior is unstable. We can also see that the cooperation level has in-

creased with the increase of the migration cost compared with the first rows of Fig. 8 , which is in contrast to b = 1.2. Overall,

the main reason for the opposite result when b = 1.2 and b = 1.4 is the difference between the spatial pattern at the early

evolution. More cooperators survive in the spatial structure of the former, while more defectors exist for the latter. In addi-

tion, for the same migration cost ( c = 50), the number of cooperators is clearly reduced with the increase in variance from

σ = 1 to σ = 50, which can be observed by comparing the last two rows at the steady state ( t = 50 0 0) in Fig. 8 . This result

is consistent with Fig. 3 . Overall, a series of spatial patterns is more intuitive for us to understand cooperative behavior. 

We mainly give the defection parameter as b = 1.2 and b = 1.4 in the above studies. Why do we take these two values

as representatives? Next, we investigate the effect of the defection parameter on the cooperation level in Fig. 9 . In order

to meet the conditions T > R > P > S and 2 R > T + S , the defection parameter scope is 1 < b < 2. As depicted in Fig. 9 , f c as a
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Fig. 5. The effects of migration cost on the evolution of cooperation for different mutation rates q. (a–c). q = 0.0, (d–f). q = 0.001. Other parameters: L = 40, 

ρ = 0.75. The data points are obtained in the same way as in Fig. 1 . 

Fig. 6. Fraction of cooperators f c as a function of migration cost and variance of the risk preference for different defection parameter b . (a) b = 1.2, (b) 

b = 1.4. Other parameters: ρ = 0.625, q = 0.001, N = 10 0 0. The data points are obtained in the same way as in Fig. 1 . 

 

 

 

 

 

 

 

 

 

 

function of b is a staircase function and there exists a critical value b ∗ making the cooperation level dramatically drop to

0 and satisfy b < b ∗, f c > 0.9 and b > b ∗, f c = 0. As shown in Fig. 9 , the critical value b ∗ is from about 1.4 to 1.45, and its

concrete values depend on the migration cost, heterogeneity of risk preference and mutation rate. Actually, we did have

a robust test on other defection parameter values in Fig. 10 , and the result is similar with b = 1.2 and b = 1.4. Therefore,

b = 1.2 and b = 1.4 can represent other defection parameters with which to study the evolution of cooperation. 

To further verify the conclusions drawn from Fig. 9, Fig. 10 (a) shows the equilibrium fraction of cooperators f c in depen-

dence on b and σ . Fig. 10 (b) describes the various situation of f c in dependence on b and c . As evidenced in Fig. 10 (a) and

(b), the cooperation level is relatively large at the left of the image when b < b ∗, where b ∗ ∈ (1.4, 1.45), while cooperation is

difficult to achieve at the right of the image when b > b ∗, irrespective of c and σ . Besides, a decrease in f c with the increase

of σ can be seen from Fig. 10 (a), especially for 1.3 < b < 1.45. It can be also observed from Fig. 10 (b) that f c decreases with

the increase of migration cost ( c ) when b < 1.35, while f c rises with the increment of c when 1.35 < b < 1.45. The discussion

about σ (c)–b in Fig. 10 further validates the conclusions obtained from Figs. 6 and 9 . 
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Fig. 7. Some typical snapshots for different c and σ . Other parameters: q = 0.001, ρ = 0.75, b = 1.2. Risk-seeking cooperators are represented by green 

patches, risk aversion cooperators are represented by yellow patches, and defectors are represented by red patches. No agents are represented by white 

patches. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Some typical snapshots for different c and σ . Other parameters: q = 0.001, ρ = 0.75, b = 1.4. Risk-seeking cooperators are represented by green 

patches, risk aversion cooperators are represented by yellow patches, and defectors are represented by red patches. No agents are represented by white 

patches. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

Except for the defection parameter, population density is another important factor affecting cooperation. Fig. 11 presents

the effect of the population density ( ρ) on the evolution of cooperation. Two important results can be observed in Fig. 11 .

First, there is an optimal density value(s) at which the cooperation level is the highest, regardless of whether there is a

mutation strategy. Moreover, the optimal density value is neither too large nor too small, as too large or too small density

values indicate that the spatial structure is too full or too empty. Too full is not beneficial for migration of the agents, and

too empty is not beneficial for the formation of cooperative clusters. Second, the region of population density for the high
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Fig. 9. The effect of defection parameter b on cooperation level. (a). q = 0.0 (b). q = 0.001. Other parameters: ρ = 0.75. 

Fig. 10. The various situation of the fraction of cooperators f c in dependence on different parameters. (a) f c as a function of ( b , σ ). Other parameters: 

ρ = 0.75, q = 0.001, c = 50. (b) f c as a function of ( b , c ). Other parameters: ρ = 0.75, q = 0.001, σ = 1. 

Fig. 11. Fraction of cooperators f c as a function of ρ for different defection parameters b. (a) q = 0.0, (b) q = 0.001. 
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Fig. 12. The various situation of the fraction of cooperators f c in dependence on different parameters. (a) f c as a function of ( ρ , σ ). Other parameters: 

b = 1.2, q = 0.001, c = 1. (b) f c as a function of ( ρ , c ). Other parameters: b = 1.2, q = 0.001, σ = 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

cooperation level is larger at b = 1.2 than at b = 1.4, regardless of the mutation rate. For q = 0, b = 1.2, we can see that the

cooperation level is over 0.9 when ρ ∈ (0.5, 0.95), given σ = 1, c = 1. A very high cooperation level is also obtained for

ρ ∈ (0.5, 0.95) when σ = 10, c = 1 and σ = 10, c = 50. Nevertheless, for q = 0, b = 1.4, only ρ = 0.7 makes the cooperators

survive when σ = 1, c = 1. With the increase of the σ and c values, the region of the high cooperation level is becoming

larger. Given c = 1, the increase of σ from 1 to 10 makes the region for high cooperation level enlarge from ρ = 0.7 to ρ ∈
(0.6, 0.75); the increase in the number of risk-seeking cooperators with the increase in σ value improves the chances for

expanding the cooperative clusters, enlarging the region of population density for the high cooperation level. 

Refer to Fig. 12 , the fraction of cooperation f c as a function of ( ρ , σ ) is clearly shown in Fig. 12 (a) and f c as a function of

( ρ , c ) is shown in Fig. 12 (b). For any σ and c , there is an optimal density value which is markedly more effective in raising

the cooperation level. The maxima of cooperation level f c occur at different ρ for different σ and c . The discussion about

Fig. 12 will further prove the influence resulting from ρ . Another interesting and important finding is that an appropriate

σ and c values will make cooperators still survive at low population density, which can be observed from Fig. 12 (a) and

(b). Appropriate σ and c values adjust the migration rate of cooperators, facilitating the formation of cooperators clusters.

Besides, f c at optimal density value is higher than at ρ = 1(without migration), indicating that the migration mechanism

based on risk preference is effective for promoting cooperation. 

Except for the evolution of cooperation based on the migration mechanism, how has the network structure changed

from the initial moment until the steady state? Fig. 13 depicts the histogram for distribution of degree at the initial state

and steady state for different population densities. Given von Neumann on the square lattice, when the population density

is 1, the degree of each node is 4. However, when the population density is less than 1, the possible values of the degree

for all nodes are 0 (isolated agent), 1, 2, 3 and 4. Compared with Fig. 13 (a) and (b), we can see that the degree of the

node gaining 4 at the steady state is more than the initial state; more cooperative clusters can be formed with individuals’

migration. A similar result can be found in Fig. 13 (c) and (d). Therefore, we can say that the migration mechanism based on

heterogeneity of risk preference realizes the co-evolution of the network structure and cooperation strategy, which provides

widely view for understanding the emergency of cooperation. 

4. Discussion 

The effect of migration based on risk preference style on the evolution of cooperation in spatial PDG has been discussed.

In previous studies, the risk preference attribute of the agent had been assumed homogeneous or even never considered.

To address this, we introduce the risk appetite into the migration model and discuss the role of the homogeneous and

heterogeneous risk preference on the cooperation level. Simulation results show that the migration mechanism based on

risk preference provides an effective mechanism for the emergency and promotion of cooperative behavior under certain

conditions. Specifically, under the homogeneous risk preference assumption and smaller defection parameter, simulation 

results demonstrate that the cooperation level can be raised when the whole population is risk seeking; under the larger

defection parameter, the lower risk aversion values maintain the high level of cooperation. Under the heterogeneous risk

preference assumption, simulation results indicate that the cooperation strategy is a winning strategy with the system

approaching an evolutionary stable state. This is because the higher migration rate of risk-seeking cooperators leads to

escape from invasion by defectors, which is beneficial for the expansion of cooperative clusters. This model provides realistic

perspective for us to understand the evolution of cooperation. 

In the analysis of the effect of migration cost and the variance of risk preference on the cooperation level, we find two

important results. First, f c increases with the increase in migration cost when b = 1.4. However, the cooperation level at

b = 1.2 slightly decreases with the increase in migration cost, regardless of mutation rate q. Second, f c shows the declining
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Fig. 13. Histogram for distribution of degree at different evolution period. Other parameters: σ = 1, q = 0.001, b = 1.2, c = 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

trend with the variance of the risk preference increasing. The higher migration rate for risk-seeking defectors leads to inva-

sion by cooperators, reducing the cooperation level. Population density is another important factor affecting the evolution

of cooperation. We find that there is an optimal density value(s) that makes the cooperation level reach the highest level.

This result may provide a theoretical basis for policy makers. Finally, we conduct robust tests on the parameters to ensure

the stability of the conclusion in our context. 

Besides the evolution of cooperation strategy, the network structure based on the migration mechanism has also changed

from the initial moment to the stable state. We can find that the degree of the node gaining 4 at the steady state is more

than the initial state because of more cooperative clusters forming with the individuals’ migration. For a more intuitive

understanding, we display a series of spatial patterns under different evolution periods. The cooperative clusters and the

evolution of network structure can be found in the spatial pattern at different evolution steps. We hope our current study

can provide an effective way for understanding the emergence of cooperation in our society. 

As long as the risk preference style is exogenously given in an initial period, the attribute of risk preference has not

evolved as the strategy has evolved. Although the risk preference styles of agents are fixed at a certain period of time, it

may be changed for certain reasons over time. Supposing that the risk preference style is endogenous, can the cooperation

and risk preference co-evolve? Making the risk preference endogenous is an important direction of further research and is

necessary to comprehensively investigate the evolution of cooperation based on migration. 

Acknowledgment 

This work was supported by the National Social Science Fund, China (Grant number: 13AZD061, 15ZDB134). 



632 Y. Li, H. Ye / Applied Mathematics and Computation 320 (2018) 621–632 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

References 

[1] R. Axelrod , The Evolution of Cooperation, Basic Books, New York, 1984 . 

[2] H. Gintis , S. Bowles , R. Boyd , et al. , Explaining altruistic behavior in humans, Evol. Hum. Behav. 24 (3) (2003) 153–172 . 

[3] A.M. Colman , The puzzle of cooperation, Nature 440 (2006) 744–745 . 
[4] M. Perc , J.J. Jordan , D.G. Rand , et al. , Statistical physics of human cooperation, Phys. Rep. 687 (2017) 1–51 . 

[5] M. Perc , Phase transitions in models of human cooperation, Phys. Lett. A 380 (36) (2016) 2803–2808 . 
[6] Z. Wang , C.T. Bauch , S. Bhattacharyya , et al. , Statistical physics of vaccination, Phys. Rep. 664 (2016) 1–113 . 

[7] Z. Wang , A. Szolnoki , M. Perc , Self-organization towards optimally interdependent networks by means of coevolution, New J. Phys. 16 (2014) 033041 . 
[8] M.A. Nowak , Five rules for the evolution of cooperation, Science 314 (5805) (2006) 1560–1563 . 

[9] H. Ohtsuki , C. Hauert , E. Lieberman , et al. , A simple rule for the evolution of cooperation on graphs and social networks, Nature 441 (7092) (2006)

502–505 . 
[10] M. Perc , A. Szolnoki , Social diversity and promotion of cooperation in the spatial prisoner’s dilemma game, Phys. Rev. E 77 (2008) 011904 . 

[11] C.P. Roca , J.A. Cuesta , A. Sanchez , Evolutionary game theory: temporal and spatial effects beyond replicator dynamic, Phys. Life. Rev. 6 (2009) 208–249 .
[12] C. Hauert , M. Doebeli , Spatial structure often inhibits the evolution of cooperation in the snowdrift game, Nature 428 (6983) (2004) 643–646 . 

[13] Z.H. Rong , X. Li , X.F. Wang , Roles of mixing patterns in cooperation on a scale-free networked game, Phys. Rev. E 76 (2007) 027101 . 
[14] G. Szabó, A. Szolnoki , Selfishness, fraternity, and other-regarding preference in spatial evolutionary games, J. Theor. Biol. 299 (2012) 81–87 . 

[15] J. Tanimoto , Correlated asynchronous behavior updating with a mixed strategy system in spatial prisoner dilemma games enhances cooperation, Chaos.

Soliton. Fract. 80 (2015) 39–46 . 
[16] Z. Wang , A. Szolnoki , M. Perc , If players are sparse social dilemmas are too: Importance of percolation for evolution of cooperation, Sci. Rep. 2 (16)

(2012) 369 . 
[17] J.M. Smith , Evolution and the Theory of Games, Cambridge University Press, Cambridge, 1982 . 

[18] J.W. Weibull , Evolutionary Game Theory, The MIT Press, Cambridge, 1997 . 
[19] M.O. Jackson , Social and Economic Networks, Princeton University Press, Princeton, 2010 . 

[20] A.L. Barabási , R. Albert , Emergence of scaling in random networks, Science 286 (5439) (1999) 509–512 . 
[21] D.J. Watts , S.H. Strogatz , Collective dynamics of ‘small-world’ networks, Nature 393 (1998) 4 40–4 42 . 

[22] F.C. Santos , J.M. Pacheco , Scale-free networks provide a unifying framework for the emergence of cooperation, Phys. Rev. Lett. 95 (9) (2005) 098104 . 

[23] Z. Wang , L. Wang , A. Szolnoki , M. Perc , Evolutionary games on multilayer networks: a colloquium, Eur. Phys. J. B 88 (5) (2015) 124 . 
[24] D.A. Lane , Artificial worlds and economics, part I, J. Evol. Econ. 3 (2) (1993) 89–107 . 

[25] L.S. Tesfatsion , Introduction to the special issue on agent based computational economics, J. Econ. Dyn. Control 25 (2001) 281–293 . 
[26] M.A. Nowak , R.M. May , Evolutionary games and spatial chaos, Nature 359 (6398) (1992) 826–829 . 

[27] P.E. Smaldino , J.C. Schank , Movement patterns, social dynamics, and the evolution of cooperation, Theor. Popul. Biol. 82 (1) (2012) 48–58 . 
[28] Z. Chen , J.X. Gao , Y.Z. Cai , et al. , Evolution of cooperation among mobile agents, Phys. A: Stat. Mech. Appl. 390 (9) (2011) 1615–1622 . 

[29] F. Fu , M.A. Nowak , Global migration can lead to stronger spatial selection than local migration, J. Stat. Phys. (2013) 1–17 . 

[30] G. Ichinose , M. Saito , H. Sayama , Adaptive long-range migration promotes cooperation under tempting conditions, Sci. Rep. 3 (2013) 2509 . 
[31] J. Barr , T. Tassier , Endogenous neighborhood selection and the attainment of cooperation in a spatial prisoner’s dilemma game, Comput. Econ. 35 (3)

(2010) 211–234 . 
[32] M.H. Chen , L. Wang , J. Wang , et al. , Impact of individual response strategy on the spatial public goods game within mobile agents, Appl, Math. Comput.

251 (2015) 192–202 . 
[33] A. Antonioni , M. Tomassini , P. Buesser , Random diffusion and cooperation in continuous two-dimensional space, J. Theor. Biol. 344 (2014) 40–48 . 

[34] P. Bednarik , K. Fehl , D. Semmann , Costs for switching partners reduce network dynamics but not cooperative behavior, Proc. R. Soc. B 281 (1792)

(2014) 20141661 . 
[35] M. Perc , A. Szolnoki , L.M. Floría , et al. , Evolutionary dynamics of group interactions on structured populations: a review, J. R. Soc. Interface 10 (80)

(2013) 20120997 . 
[36] C. Aktipis , Know when to walk away: contingent movement and the evolution of cooperation, J. Theor. Biol. 231 (2) (2004) 249–260 . 

[37] C. Aktipis , Is cooperation viable in mobile organisms simple walk away rule favors the evolution of cooperation in groups, Evol. Hum. Behav. 32 (4)
(2011) 263–276 . 

[38] D. Helbing , W. Yu , The outbreak of cooperation among success-driven individuals under noisy conditions, Proc. Natl. Acad. Sci 106 (10) (2009)

36 80–36 85 . 
[39] M.H. Vainstein , A.T.C. Silva , J.J. Arenzon , Does mobility decrease cooperation, J. Theor. Biol. 244 (4) (2007) 722–728 . 

[40] X. Chen , A. Szolnoki , M. Perc , Risk-driven migration and the collective-risk social dilemma, Phys. Rev. E 86 (3) (2012) 036101 . 
[41] X. Chen , et al. , Solving the collective-risk social dilemma with risky assets in well-mixed and structured populations, Phys. Rev. E 90 (5) (2014) 052823 .

[42] K. Hagel , M.A. Chakra , B. Bauer , et al. , Which risk scenarios can drive the emergence of costly cooperation? Sci. Rep. 6 (2016) 19269 . 
[43] T. Wu , F. Feng , Y. Zhang , et al. , The increased risk of joint venture promotes social cooperation, PLoS ONE 8 (6) (2013) e63801 . 

[44] E.A. Sicardi , H. Fort , M.H. Vainstein , et al. , Random mobility and spatial structure often enhance cooperation, J. Theor. Biol. 256 (2) (2009) 240–246 . 

[45] C.P. Roca , D. Helbing , Emergence of social cohesion in a model society of greedy, mobile individuals, Proc. Natl. Acad. Sci. 108 (28) (2011) 11370–11374 .
[46] H. Cheng , Q. Dai , H. Li , Payoff-related migration enhances cooperation in the prisoner’s dilemma game, New J. Phys. 13 (4) (2011) 043032 . 

[47] M. Perc , A. Szolnoki , Coevolutionary games-a mini review, BioSystems 99 (2) (2010) 109–125 . 
[48] D. Lazer , The co-evolution of individual and network, J. Math. Soc. 25 (1) (2001) 69–108 . 

[49] F. Fu , C. Hauert , M.A. Nowak , L. Wang , Reputation-based partner choice promotes cooperation in social networks, Phys. Rev. E 78 (2008) 026117 . 
[50] W. Zeng , M. Li , F. Chen , G. Nan , Risk consideration and cooperation in the iterated prisoner’s dilemma, Soft. Comput. 20 (2) (2016) 567–587 . 

[51] A. Flache , Individual risk preferences and collective outcomes in the evolution of exchange networks, Ration. Soc. 13 (3) (2001) 304–348 . 

[52] W. Raub , C. Snijders , Gains, losses, and cooperation in social dilemmas and collective action: the effects of risk pref erences, J. Math. Soc. 22 (3) (1997)
263–302 . 

[53] C. Snijders , Effects of risk preferences in social dilemmas: a game theoretical analysis and evidence from two experiments, in: Contemporary Psycho-
logical Research On Social Dilemmas, 2004, pp. 38–65 . 

[54] D.A. Jaeger , T. Dohmen , A. Falk , et al. , Direct evidence on risk attitudes and migration, Rev. Econ. Stat. 92 (3) (2010) 6 84–6 89 . 
[55] C. Batista , J. Umblijs , Migration, risk attitudes, and entrepreneurship: evidence from a representative immigrant survey, IZA, J. Migration 3 (1) (2014)

1–25 . 
[56] J. Tanimoto , H. Sagara , Relationship between dilemma occurrence and the existence of a weakly dominant strategy in a two-player symmetric game,

Biosystems 90 (1) (2007) 105–114 . 

[57] Z. Wang , S. Kokubo , M. Jusup , et al. , Universal scaling for the dilemma strength in evolutionary games, Phys. Life. Rev. 14 (1) (2015) 1–47 . 

http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0001
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0001
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0002
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0002
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0002
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0002
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0002
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0003
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0003
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0004
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0004
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0004
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0004
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0004
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0005
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0005
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0006
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0006
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0006
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0006
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0006
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0007
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0007
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0007
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0007
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0008
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0008
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0009
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0009
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0009
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0009
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0009
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0010
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0010
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0010
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0011
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0011
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0011
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0011
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0012
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0012
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0012
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0013
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0013
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0013
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0013
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0014
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0014
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0014
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0015
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0015
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0016
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0016
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0016
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0016
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0017
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0017
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0018
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0018
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0019
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0019
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0020
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0020
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0020
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0021
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0021
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0021
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0022
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0022
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0022
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0023
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0023
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0023
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0023
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0023
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0024
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0024
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0025
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0025
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0026
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0026
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0026
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0027
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0027
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0027
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0028
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0028
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0028
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0028
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0028
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0029
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0029
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0029
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0030
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0030
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0030
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0030
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0031
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0031
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0031
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0032
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0032
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0032
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0032
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0032
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0033
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0033
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0033
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0033
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0034
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0034
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0034
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0034
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0035
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0035
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0035
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0035
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0035
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0036
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0036
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0037
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0037
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0038
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0038
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0038
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0039
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0039
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0039
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0039
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0040
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0040
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0040
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0040
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0041
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0041
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0041
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0042
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0042
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0042
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0042
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0042
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0043
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0043
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0043
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0043
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0043
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0044
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0044
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0044
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0044
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0044
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0045
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0045
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0045
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0046
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0046
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0046
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0046
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0047
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0047
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0047
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0048
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0048
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0049
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0049
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0049
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0049
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0049
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0050
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0050
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0050
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0050
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0050
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0051
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0051
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0052
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0052
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0052
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0053
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0053
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0054
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0054
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0054
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0054
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0054
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0055
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0055
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0055
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0056
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0056
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0056
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0057
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0057
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0057
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0057
http://refhub.elsevier.com/S0096-3003(17)30722-1/sbref0057

	Effect of the migration mechanism based on risk preference on the evolution of cooperation
	1 Introduction
	2 Model
	3 Results
	3.1 The homogeneity of risk preference
	3.2 The heterogeneity of risk preference

	4 Discussion
	 Acknowledgment
	 References


